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Complete the answers to the questions below to complete your project report. Create a PDF of the completed document and submit the PDF with your project.

| Question | Your answer: |
| --- | --- |
| **Step 2: Domain Choice**  What domain did you choose to fine-tune the Meta Llama 2 7B model on?  Choices:   1. Financial 2. Healthcare 3. IT | IT domain |
| **Step 3: Model Evaluation Section**  What was the response of the model to your domain-specific input in the **model\_evaluation.ipynb file**? | In this evaluation section we can evaluate the fine-tuned model that have been trained with IT domain. The model is accurately do the right answer based on domain.  Input: "because ubiquitous computing is intended to"  Output: “be everywhere, so it should be easy to get a hold of.  The most important thing to remember is that you don't have to be a computer expert to use ubiquitous computing. The software is designed to be easy to use and accessible to everyone.  So, if you're looking for” |
| **Step 4: Fine-Tuning Section**  After fine-tuning the model, what was the response of the model to your domain-specific input in the **model\_finetuning.ipynb file**? | After model is Fine-tuned with IT Domain, I try to input "Traditional approaches to data management such as" to the model and the response is correctly answer the input with the trained dataset, the answer is: ' relational databases and NoSQL data stores are not suited to the rapidly growing volumes of data generated by the Internet of Things (IoT).\nData ingestion, processing, and analysis are required at the edge of the network, where data is generated, to ensure that data is available for analytics in a' |